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STATUS OF TH'S MEMO

This docunent is an Internet-Draft and is in full conformance wth
all provisions of Section 10 of RFC2026.

Internet-Drafts are working docunents of the Internet Engi neering
Task Force (IETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunents as | nternet-
Drafts.

Internet-Drafts are draft documents valid for a maxi mum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress".

The list of current Internet-Drafts can be accessed at
http://ww. ietf.org/ietf/1lid-abstracts.txt

To viewthe list Internet-Draft Shadow Directories, see
http://ww.ietf.org/shadow htm .

Abst r act

Sinpl e Traversal of UDP Through NATs (STUN) is a |ightweight protocol
that allows applications to discover the presence and types of

Net wor k Address Translators (NATs) and firewall s between them and the
public Internet. It also provides the ability for applications to
determ ne the public I P addresses allocated to them by the NAT. STUN
works with nany existing NATs, and does not require any speci al
behavior fromthem As a result, it allows a w de variety of
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applications to work through existing NAT infrastructure.

J. Rosenberg et. al. [ Page 2]



Internet Draft

N

RPRRPRRRRPRRPRRRERER

PRRPRRPRRRPRPOOOO

EEERPEEL O 0Of DWN e
WN R

PR R R
PR R R

= =
P =
SESESESESYSECISESESYCECES

PPRPOO~NOOPRWNE

PR RRR
AN
O

el ol e
MR
NN REREPEE
AWN R

=
N
=

STUN Decenber 19, 2002
Tabl e of Contents
Applicability Statement ........... ... .. .. ... .. ... ... 5
Introduction . ... ... ... 5
Term nol 0gy .. ..o 6
Defini tions ... 6
NAT Variati Ons ... ... e 7
Overview of Operation ........... ... . ... 7
Message OVEr VI BW . ..ot e e e e e 10
Server Behavior ........ ... ... 12
Binding Requests . ....... .. ... 12
Shared Secret Requests ............... ... 14
Cient Behavior ......... ... .. 16
DI SCOVEIY ottt 16
otaining a Shared Secret .......... .. .. ... .. ... ..... 17
Formul ating the Binding Request ..................... 18
Processing Binding Responses ........................ 19
Use CaSES ... it 21
Discovery Process ......... .., 21
Binding Lifetime Discovery .......... ... 22
Binding Acquisition ......... ... . . . .. i 24
Protocol Details ...... ... . . ... 25
Message Header . ....... .. .. ... 26
Message Attributes ..... ... ... ... . .. ... 26
MAPPED- ADDRESS . . . . .o 28
RESPONSE- ADDRESS . . .. ... e e e 29
CHANGED- ADDRESS . . .o ottt et e e e e e e e 29
CHANGE- REQUEST . . .ottt e e e e 29
SOURCE- ADDRESS . . .ottt et e e e 29
USERNANME . . .o e 30
PASSWORD . . .o 30
MESSAGE- | NTEGRI TY ..o e e e 30
ERROR- CODE . . ..ottt e e e e 30
UNKNOMN- ATTRIBUTES . . .. e 32
REFLECTED- FROM . . . ..o e 32
Security Considerations ...............0 .. 32
Attacks on STUN . ... .. e 32
Attack |: DDOS Against a Target ..................... 33
Attack Il: Silencing a dient .......... ... ... ...... 33
Attack I11: Assuming the ldentity of a dient ....... 33
Attack 1V: Eavesdropping ........... ... ... 34
Launching the Attacks ......... ... ... ... ... . .. ... 34
Approach |: Conpromise a Legitimte STUN Server ..... 34
[ Page 3]

J. Rosenberg et. al.



Internet Draft STUN December 19, 2002
12.2.2 Approach Il: DNS Attacks ........... ... .. ... .. ....... 35
12.2.3 Approach 111: Rogue Router or NAT ................... 35
12.2. 4 Approach IV: MTM ... ... e 35
12.2.5 Approach V: Response Injection Plus DoS ............. 36
12.2.6 Approach VI: Duplication ........ ... .. ... . .. .. . ..., 36
12.3 CouNt Br MBASUI S . . . ottt e e e e e e e e 37
12. 4 Residual Threats ........ ... . . i, 38
13 ANA Considerations ............. . 39
14 I AB Considerations ............ .. ... .. 39
14. 1 ProblemDefinition ....... ... . . . . . . . . . . 39
14. 2 Exit Strategy ........ .. 40
14. 3 Brittleness Introduced by STUN ...................... 40
14. 4 Requirenents for a Long Term Solution ............... 42
14.5 I ssues with Existing NAPT Boxes ...............co.... 43
14.6 [N QL OSIiNG ..o 44
15 Acknow edgment s ... ... .. 44
16 Authors Addresses . ....... .. 44
17 Normative References ........ ... ... ... . . .. 45
18 Informative References ....... ... .. .. .. . . .. . .. .. 46
Rosenberg et. al. [ Page 4]

J.



Internet Draft STUN Decenmber 19, 2002

1 Applicability Statenent

N

This protocol is not a cure-all for the problens associated with NAT.
It does not enable incomng TCP connections through NAT. It allows

i ncom ng UDP packets through NAT, but only through a subset of

exi sting NAT types. In particular, STUN does not enable incom ng UDP
packets through symetric NATs (defined below), which are conmon in

| arge enterprises. STUN s di scovery procedures are based on
assunptions on NAT treatnment of UDP; such assunptions nay prove

i nvalid down the road as new NAT devi ces are depl oyed. STUN does not
work when it is used to obtain an address to conmunicate with a peer
whi ch happens to be behind the sane NAT. STUN does not work when the
STUN server is not in a comon shared address realm For a nore
conpl ete discussion of the limtations of STUN, see Section 14.

nt r oducti on

Net wor k Address Transl ators (NATs), while providing nany benefits,
al so cone with nany drawbacks. The npbst troubl esone of those
drawbacks is the fact that they break nmany existing |IP applications,
and nmake it difficult to deploy new ones. Cuidelines have been

devel oped [8] that describe howto build "NAT friendly" protocols,
but many protocols sinply cannot be constructed according to those
gui del i nes. Exanpl es of such protocols include alnbst all peer-to-
peer protocols, such as multinmedia comrunications, file sharing and
ganes.

To conbat this problem Application Layer Gateways (ALGs) have been
enmbedded in NATs. ALGs performthe application | ayer functions
required for a particular protocol to traverse a NAT. Typically, this
i nvol ves rewiting application | ayer nmessages to contain translated
addresses, rather than the ones inserted by the sender of the
nessage. ALGs have serious limtations, including scalability,
reliability, and speed of deploying new applications. To resolve
these problenms, the M ddl ebox Conmunications (M DCOM protocol is
bei ng devel oped [9]. M DCOM al | ows an application entity, such as an
end client or network server of sone sort (like a Session Initiation
Protocol (SIP) proxy [10]) to control a NAT (or firewall), in order
to obtain NAT bi ndi ngs and open or close pinholes. In this way, NATs
and applications can be separated once nmore, elimnating the need for
enmbeddi ng ALGs in NATs, and resolving the limtations inposed by
current architectures.

Unfortunately, M DCOM requires upgrades to existing NAT and
firewalls, in addition to application conmponents. Conpl ete upgrades
of these NAT and firewall products will take a long tine, potentially
years. This is due, in part, to the fact that the deployers of NAT
and firewalls are not the sane people who are depl oyi ng and using
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applications. As a result, the incentive to upgrade these devices
will be lowin many cases. Consider, for exanple, an airport |nternet
| ounge that provides access with a NAT. A user connecting to the
natted network may wi sh to use a peer-to-peer service, but cannot,
because the NAT doesn’t support it. Since the admi nistrators of the

| ounge are not the ones providing the service, they are not notivated
to upgrade their NAT equi pnent to support it, using either an ALG or
M DCOM

Anot her problemis that the M DCOM protocol requires that the agent
controlling the m ddl eboxes know the identity of those m ddl eboxes,
and have a relationship with themwhich permts control. In many
configurations, this will not be possible. For exanple, many cable
access providers use NAT in front of their entire access network.
This NAT could be in addition to a residential NAT purchased and
operated by the end user. The end user w |l probably not have a
control relationship with the NAT in the cable access network, and
may not even know of its existence.

Many existing proprietary protocols, such as those for online ganes
(such as the ganes described in RFC 3027 [11]) and Voice over IP
have devel oped tricks that allow themto operate through NATs without
changi ng those NATs. This draft is an attenpt to take sone of those

i deas, and codify theminto an interoperable protocol that can neet
the needs of nmany applications.

The protocol described here, Sinple Traversal of UDP Through NAT
(STUN), allows entities behind a NAT to first discover the presence
of a NAT and the type of NAT, and then to | earn the addresses

bi ndi ngs all ocated by the NAT. STUN requires no changes to NATs, and
works with an arbitrary nunber of NATs in tandem between the
application entity and the public Internet.

3 Term nol ogy

In this docunent, the key words "MJST", "MJST NOT", "REQUI RED",
"SHALL", "SHALL NOT", "SHOULD', "SHOULD NOT", "RECOWMENDED', " MAY",
and "OPTIONAL" are to be interpreted as described in RFC 2119 [1] and
i ndi cate requirenment levels for conpliant STUN inpl enentations.

4 Definitions

J.

STUN Client: A STUN client (also just referred to as a client)
is an entity that generates STUN requests. A STUN client
can execute on an end system such as a user’'s PC, or can
run in a network el enment, such as a conferencing server.

STUN Server: A STUN Server (also just referred to as a server)
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is an entity that receives STUN requests, and sends STUN
responses. STUN servers are generally attached to the
public Internet.

5 NAT Vari ati ons

It is assumed that the reader is fanmliar with NATs. It has been
observed that NAT treatnent of UDP varies anong inplenmentations. The
four treatments observed in inplenmentations are:

Ful | Cone: A full cone NAT is one where all requests fromthe
sane internal | P address and port are mapped to the sane
external |P address and port. Furthernore, any externa
host can send a packet to the internal host, by sending a
packet to the mapped external address.

Restricted Cone: A restricted cone NAT is one where all requests
fromthe sane internal |IP address and port are mapped to
the sanme external |P address and port. Unlike a full cone
NAT, an external host (with IP address X) can send a packet
to the internal host only if the internal host had
previously sent a packet to I P address X

Port Restricted Cone: A port restricted cone NAT is like a
restricted cone NAT, but the restriction includes port
nunbers. Specifically, an external host can send a packet,
with source | P address X and source port P, to the interna
host only if the internal host had previously sent a packet
to I P address X and port P.

Symmetric: A synmmetric NAT is one where all requests fromthe
sane internal |IP address and port, to a specific
destination | P address and port, are mapped to the sane
external |P address and port. If the same host sends a
packet with the sane source address and port, but to a
di fferent destination, a different mapping is used.
Furthernore, only the external host that receives a packet
can send a UDP packet back to the internal host.

Determ ning the type of NAT is important in nany cases. Dependi ng on
what the application wants to do, it nay need to take the particul ar
behavi or into account.

6 Overview of Operation

This section is descriptive only. Normative behavior is described in
Sections 8 and 9.
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[----- \
/1 STUN \\
| Server |
\\ /1
\----- /
I + Public I nternet
................ NAT 2 [ o
Fomm oo o - +
I + Private NET 2
................ NAT 1 [ o
Fomm oo o - +
[----- \
//  STUN \\
| dient |
\\ /1 Private NET 1
\----- /

Figure 1: STUN Configuration

The typical STUN configuration is shown in Figure 1. A STUN client is
connected to private network 1. This network connects to private
network 2 through NAT 1. Private network 2 connects to the public
Internet through NAT 2. The STUN server resides on the public

I nternet.

STUN is a sinple client-server protocol. A client sends a request to
a server, and the server returns a response. There are two types of
requests - Binding Requests, sent over UDP, and Shared Secr et
Requests, sent over TLS [2] over TCP. Shared Secret Requests ask the
server to return a tenporary usernane and password. This usernane and
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password are used in a subsequent Bi ndi ng Request and Bi ndi ng
Response, for the purposes of authentication and nmessage integrity.

Bi ndi ng requests are used to determ ne the bindings allocated by
NATs. The client sends a Binding Request to the server, over UDP

The server exam nes the source | P address and port of the request,
and copies theminto a response that is sent back to the client.
There are sonme paraneters in the request that allow the client to ask
that the response be sent el sewhere, or that the server send the
response froma different address and port. There are attributes for
provi di ng nessage integrity and authentication

The trick is using STUN to di scover the presence of NAT, and to |l earn
and use the bindings they allocate.

The STUN client is typically enbedded in an application which needs
to obtain a public I P address and port that can be used to receive
data. For exanple, it mght need to obtain an |IP address and port to
receive Real Tine Transport Protocol (RTP) [12] traffic. Wen the
application starts, the STUN client within the application sends a
STUN Shared Secret Request to its server, obtains a usernanme and
password, and then sends it a Binding Request. STUN servers can be
di scovered through DNS SRV records [3], and it is generally assuned
that the client is configured with the domain to use to find the STUN
server. Cenerally, this will be the domain of the provider of the
service the application is using (such a provider is incented to
depl oy STUN servers in order to allowits customers to use its
application through NAT). O course, a client can determ ne the
address or dommi n nane of a STUN server through other neans. A STUN
server can even be enbedded within an end system

The STUN Bi ndi ng Request is used to discover the presence of a NAT,
and to discover the public IP address and port mappi ngs generated by
the NAT. Binding Requests are sent to the STUN server using UDP. \Wen
a Binding Request arrives at the STUN server, it nmay have passed
through one or nore NATs between the STUN client and the STUN server.
As a result, the source address of the request received by the server
will be the mapped address created by the NAT closest to the server.
The STUN server copies that source | P address and port into a STUN

Bi ndi ng Response, and sends it back to the source |IP address and port
of the STUN request. For all of the NAT types above, this response
will arrive at the STUN client.

When the STUN client receives the STUN Bi ndi ng Response, it conpares
the I P address and port in the packet with the local |IP address and
port it bound to when the request was sent. If these do not match,
the STUN client is behind one or nore NATs. In the case of a full-
cone NAT, the IP address and port in the body of the STUN response
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are public, and can be used by any host on the public Internet to
send packets to the application that sent the STUN request. An
application need only listen on the I P address and port from which
the STUN request was sent, and send the |IP address and port | earned
in the STUN response to hosts that wish to comrunicate with it.

O course, the host nay not be behind a full-cone NAT. |ndeed, it
doesn’t yet know what type of NAT it is behind. To determ ne that,
the client uses additional STUN Bi ndi ng Requests. The exact procedure
is flexible, but would generally work as follows. The client would
send a second STUN Bi ndi ng Request, this tine to a different IP
address, but fromthe sanme source | P address and port. If the IP
address and port in the response are different fromthose in the
first response, the client knows it is behind a symretric NAT. To
deternmine if its behind a full-cone NAT, the client can send a STUN
Bi ndi ng Request with flags that tell the STUN server to send a
response froma different | P address and port than the request was
received on. In other words, if the client sent a Binding Request to
| P address/port A/B using a source |P address/port of XY, the STUN
server woul d send the Bi nding Response to X/ Y using source |IP
address/port C/D. If the client receives this response, it knows it
is behind a full cone NAT.

STUN al so allows the client to ask the server to send the Binding
Response fromthe sane | P address the request was received on, but
with a different port. This can be used to detect whether the client
is behind a port restricted cone NAT or just a restricted cone NAT.

It should be noted that the configuration in Figure 1 is not the only
perm ssi bl e configuration. The STUN server can be | ocated anywhere,
including within another client. The only requirenent is that the
STUN server is reachable by the client, and if the client is trying
to obtain a publically routable address, that the server reside on
the public Internet.

7 Message Overview

STUN nessages are TLV (type-I|ength-val ue) encoded using bi g endi an
(network ordered) binary. Al STUN nessages start with a STUN header
foll owed by a STUN payl oad. The payload is a series of STUN
attributes, the set of which depends on the nmessage type. The STUN
header contains a STUN nessage type, transaction ID, and |ength. The
nessage type can be Bindi ng Request, Binding Response, Binding Error
Response, Shared Secret Request, Shared Secret Response, or Shared
Secret Error Response. The transaction IDis used to correlate
requests and responses. The length indicates the total |ength of the
STUN payl oad, not including the header. This allows STUN to run over
TCP. Shared Secret Requests are always sent over TCP (indeed, using
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TLS over TCP).

Several STUN attributes are defined for usage in Binding Requests and
Bi ndi ng Responses. The first is a MAPPED ADDRESS attribute, which is
an | P address and port. It is always placed in the Binding Response,
and it indicates the source |IP address and port the server saw in the
Bi ndi ng Request. There is al so a RESPONSE- ADDRESS attri bute, which
contains an | P address and port. The RESPONSE- ADDRESS attribute can
be present in the Binding Request, and indicates where the Binding
Response is to be sent. Its optional, and when not present, the

Bi ndi ng Response is sent to the source |IP address and port of the

Bi ndi ng Request.

The third attribute is the CHANGE- REQUEST attribute, and it contains
two flags to control the I P address and port used to send the
response. These flags are called "change IP' and "change port" fl ags.
The CHANGE- REQUEST attribute is allowed only in the Bi nding Request.
The "change IP" and "change port" flags are useful for determning
whet her the client is behind a restricted cone NAT or restricted port
cone NAT. They instruct the server to send the Binding Responses from
a different source |P address and port. The CHANGE- REQUEST attribute
is optional in the Binding Request.

The fourth attribute is the CHANGED- ADDRESS attribute. It is present
in Binding Responses. It infornms the client of the source |IP address
and port that would be used if the client requested the "change |P"
and "change port" behavi or.

The fifth attribute is the SOURCE- ADDRESS attribute. It is only
present in Binding Responses. It indicates the source |IP address and
port where the response was sent from It is useful for detecting
twi ce NAT configurations.

The sixth attribute is the USERNAME attribute. It is present in a
Shared Secret Response, which provides the client with a tenporary
usernane and password (encoded in the PASSWORD attri bute). The
USERNAME is al so present in Binding Requests, serving as an index to
the shared secret used for the integrity protection of the Binding
Request. The seventh attribute, PASSWORD, is only found in Binding
Response nessages. The eight attribute is the MESSAGE-|I NTEGRI TY
attribute, which contains a nessage integrity check over the Binding
Request or Bi ndi ng Response.

The ninth attribute is the ERROR-CODE attribute. This is present in
the Binding Error Response. It indicates the error that has occurred.
The tenth attribute is the UNKNOAN- ATTRI BUTES attribute, which is
present in either the Binding Error Response or Shared Secret Error
Response. It indicates the mandatory attributes fromthe request

J. Rosenberg et. al. [ Page 11]



Internet Draft STUN Decenmber 19, 2002

whi ch were unknown. The eleventh attribute is the REFLECTED FROM
attribute, which is present in Binding Responses. It indicates the IP
address of the sender of a Binding Request, used for traceability
purposes to prevent certain denial-of-service attacks.

8 Server Behavi or

The server behavi or depends on whether the request is a Binding
Request or a Shared Secret Request.

8.1 Bi ndi ng Requests

A STUN server MJST be prepared to receive Bi nding Requests on four
address/port conbinations - (Al, Pl), (A2, Pl), (Al, P2), and (A2,
P2). (Al, Pl) represent the primary address and port, and these are
the ones obtained through the client discovery procedures bel ow.
Typically, P1L will be port 3478, the default STUN port. A2 and P2 are
arbitrary. A2 and P2 are advertised by the server through the
CHANGED- ADDRESS attri bute, as described bel ow

It is RECOWENDED that the server check the Binding Request for a
MESSAGE- | NTEGRI TY attribute. If not present, and the server requires
integrity checks on the request, it generates a Binding Error
Response with an ERROR-CODE attribute with response code 401. If the
MESSAGE- | NTEGRI TY attribute was present, the server computes the HVAC
over the request as described in Section 11.2.8. The key to use
depends on the shared secret mechanism |f the STUN Shared Secret
Request was used, the key MJST be the one associated with the
USERNAME attribute present in the request. If the USERNAME attri bute
was not present, the server MJST generate a Binding Error Response.
The Binding Error Response MJST include an ERROR-CODE attribute with
response code 432. |If the USERNAME is present, but the server doesn't
renmenber the shared secret for that USERNAME (because it tinmed out,
for exanple), the server MJST generate a Binding Error Response. The
Bi ndi ng Error Response MJUST include an ERROR-CODE attribute with
response code 430. If the server does know the shared secret, but the
conputed HVAC differs fromthe one in the request, the server MJST
generate a Binding Error Response with an ERROR-CODE attribute with
response code 431. The Binding Error Response is sent to the IP
address and port the Binding Request came from and sent fromthe IP
address and port the Binding Request was sent to.

Assumi ng the nessage integrity check passed, processing continues.
The server MUST check for any attributes in the request with val ues
| ess than or equal to Ox7fff which it does not understand. If it

encounters any, the server MJST generate a Binding Error Response,
and it MJST include an ERROR-CODE attribute with a 420 response code.
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That response MUST contain an UNKNOAN- ATTRI BUTES attribute listing
the attributes with values I ess than or equal to Ox7fff which were
not understood. The Binding Error Response is sent to the |IP address
and port the Binding Request canme from and sent fromthe | P address
and port the Binding Request was sent to.

Assumi ng the request was correctly fornmed, the server MJST generate a
si ngl e Bi ndi ng Response. The Bi ndi ng Response MJST contain the sane
transaction ID contained in the Binding Request. The length in the
nmessage header MUST contain the total length of the nessage in bytes,
excl udi ng the header. The Bi ndi ng Response MJST have a nessage type
of "Bi ndi ng Response".

The server MJST add a MAPPED- ADDRESS attribute to the Binding
Response. The | P address conponent of this attribute MJST be set to
the source | P address observed in the Binding Request. The port
conponent of this attribute MIUST be set to the source port observed
in the Binding Request.

I f the RESPONSE- ADDRESS attribute was absent fromthe Binding
Request, the destination address and port of the Binding Response
MJST be the same as the source address and port of the Binding
Request. Otherw se, the destination address and port of the Binding
Response MJUST be the value of the I P address and port in the
RESPONSE- ADDRESS attri bute.

The source address and port of the Binding Response depend on the
val ue of the CHANGE- REQUEST attribute and on the address and port the
Bi ndi ng Request was received on, and are sumuarized in Table 1.

Let Da represent the destination |P address of the Binding Request
(which will be either Al or A2), and Dp represent the destination
port of the Binding Request (which will be either P1 or P2). Let Ca
represent the other address, so that if Dais Al, Cais A2. If Dais
A2, Cais AL. Simlarly, let Cp represent the other port, so that if
Dpis P1, Copis P2. If Dpis P2, Cpis P1. If the "change port" flag
was set in CHANGE- REQUEST attribute of the Binding Request, and the
"change I P' flag was not set, the source |IP address of the Binding
Response MJUST be Da and the source port of the Bi nding Response MJST
be Cp. If the "change IP" flag was set in the Binding Request, and
the "change port" flag was not set, the source |IP address of the

Bi ndi ng Response MJUST be Ca and the source port of the Binding
Response MJUST be Dp. Wen both flags are set, the source | P address
of the Bi nding Response MJST be Ca and the source port of the Binding
Response MJUST be Cp. If neither flag is set, or if the CHANGE- REQUEST
attribute is absent entirely, the source |IP address of the Binding
Response MJUST be Da and the source port of the Bi nding Response MJST

be Dp.
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Fl ags Source Address Source Port
none Da Dp

Change | P Ca Dp

Change port Da Cp

Change | P and

Change port Ca Cp

Table 1: Inmpact of Flags on Packet Source

The server MUST add a SOURCE- ADDRESS attribute to the Binding
Response, containing the source address and port used to send the
Bi ndi ng Response.

The server MJUST add a CHANGED- ADDRESS attri bute to the Binding
Response. This contains the source | P address and port that would be
used if the client had set the "change |IP" and "change port" flags in
the Bi nding Request. These are Ca and Cp, respectively.

I f the Binding Request contained both the USERNAME and MESSAGE-

I NTEGRITY attributes, the server MJST add a MESSAGE- | NTEGRI TY
attribute to the Binding Response. The attribute contains an HVAC
[13]. The key to use depends on the shared secret nmechanism I|f the
STUN Shared Secret Request was used, the key MJST be the one
associated with the USERNAME attri bute present in the Binding
Request .

I f the Binding Request contai ned a RESPONSE- ADDRESS attribute, the
server MJST add a REFLECTED- FROM attribute to the response. |If the

Bi ndi ng Request was authenticated using a usernane obtained froma
Shared Secret Request, the REFLECTED- FROM attri bute MJST contain the
source | P address and port where that Shared Secret Request came
from If the usernane present in the request was not allocated using
a Shared Secret Request, the REFLECTED- FROM attri bute MJST contain
the source address and port of the entity which obtained the
username, as best can be verified with the nechanismused to allocate
the username. |If the usernane was not present in the request, and the
server was willing to process the request, the REFLECTED- FROMV
attribute SHOULD contain the source |IP address and port where the
request cane from

The server SHOULD NOT retransnit the response. Reliability is
achi eved by having the client periodically resend the request, each
of which triggers a response fromthe server.

8.2 Shared Secret Requests
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Shared Secret Requests are always received on TLS connecti ons. Wen
the server receives a request fromthe client to establish a TLS
connection, it MJUST proceed with TLS, and SHOULD present a site
certificate. The TLS ci phersuite TLS RSA WTH AES 128 CBC SHA [ 4]
SHOULD be used. Cient TLS authentication MJST NOT be done, since the
server is not allocating any resources to clients, and the
conput ati onal burden can be a source of attacks.

If the server receives a Shared Secret Request, it MJST verify that
the request arrived on a TLS connection. If not, it MJST generate a
Shared Secret Error Response, and it MJST include an ERROR- CODE
attribute with a 433 response code. If the Shared Secret Request was
recei ved over TCP, the Shared Secret Error Response is sent over the
same connection the request was received on. If the Shared Secret
Request was receive over UDP, the Shared Secret Error Response is
sent to the source |IP address and port that the request cane from

The server MUST check for any attributes in the request with val ues

| ess than or equal to Ox7fff which it does not understand. If it
encounters any, the server MJST generate a Shared Secret Error
Response, and it MJST include an ERROR-CODE attribute with a 420
response code. That response MJST contain an UNKNOMN- ATTRI BUTES
attribute listing the attributes with values |less than or equal to
Ox7fff which were not understood. The Shared Secret Error Response is
sent over the TLS connecti on.

Assumi ng the request was properly constructed, the server creates a
Shared Secret Response. The Shared Secret Response MJST contain the
same transaction ID contained in the Shared Secret Request. The
length in the nessage header MJST contain the total |ength of the
nessage in bytes, excluding the header. The Shared Secret Response
MJUST have a nessage type of "Shared Secret Response". The Shared
Secret Response MJST contain a USERNAME attribute and a PASSWORD
attribute. The USERNAME attribute serves as an index to the password,
which is contained in the PASSWORD attri bute. The server can use any
mechani smit chooses to generate the username. However, the usernane
MUST be valid for a period of at least 10 mnutes. Validity neans
that the server can conpute the password for that usernanme. There
MJST be a single password for each username. In other words, the
server cannot, 10 minutes later, assign a different password to the
same usernane. The server MJST hand out a different usernane for each
di stinct Shared Secret Request. Distinct, in this case, inplies a
different transaction ID. It is RECOWENDED that the server
explicitly invalidate the username after ten mnutes. It MJST

i nval i date the username after 30 minutes. The PASSWORD contai ns the
password bound to that username. The password MJST have at |east 128
bits. The likelihood that the server assigns the same password for
two di fferent usernames MJST be vani shingly small, and the passwords
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MUST be unguessable. In other words, they MJUST be a cryptographically
random functi on of the usernane.

These requirements can still be net using a statel ess server, by
intelligently computing the USERNAME and PASSWORD. One approach is to
construct the USERNAME as:

USERNAME = <prefix, rounded-tine, clientlP, hnac>

Where prefix is sonme randomtext string (different for each shared
secret request), rounded-tine is the current tinme nmodul o 20 mi nutes,
clientlP is the source I P address where the Shared Secret Request
cane from and hmac is an HVAC [13] over the prefix, rounded-tinme,
and client 1P, using a server private key.

The password is then conputed as:

password = <hnmac( USERNAME, anot her pri vat ekey) >

Wth this structure, the usernane itself, which will be present in

t he Bindi ng Request, contains the source |P address where the Shared
Secret Request cane from That allows the server to neet the

requi rements specified in Section 8.1 for constructing the
REFLECTED- FROM attri bute. The server can verify that the usernane was
not tanpered with, using the hmac present in the usernane.

The Shared Secret Response is sent over the sane TLS connection the
request was received on. The server SHOULD keep the connection open
and let the client close it.

9 dient Behavior
The behavior of the client is very straightforward. Its task is to
di scover the STUN server, obtain a shared secret, formulate the
Bi ndi ng Request, handle request reliability, and process the Binding
Responses.

9.1 Discovery
Cenerally, the client will be configured with a domain nane of the

provi der of the STUN servers. This domain nane is resolved to an IP
address and port using the SRV procedures specified in RFC 2782 [ 3].
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Specifically, the service nane is "stun". The protocol is "udp" for
sendi ng Bi ndi ng Requests, or "tcp" for sending Shared Secret
Requests. The procedures of RFC 2782 are followed to determine the
server to contact. RFC 2782 spells out the details of how a set of
SRV records are sorted and then tried. However, it only states that
the client should "try to connect to the (protocol, address,
service)" without giving any details on what happens in the event of
failure. Those details are described here for STUN

For STUN requests, failure occurs if there is a transport failure of
some sort (generally, due to fatal ICVMP errors in UDP or connection
failures in TCP). Failure also occurs if the the request does not
solicit a response after 30 seconds. If a failure occurs, the client
SHOULD create a new request, which is identical to the previous, but
has a different transaction ID. That request is sent to the next
element in the list as specified by RFC 2782.

The default port for STUN requests is 3478, for both TCP and UDP
Admi ni strators SHOULD use this port in their SRV records, but MAY use
ot hers.

If no SRV records were found, the client perforns an A record | ookup
of the domain name. The result will be a list of |IP addresses, each
of which can be contacted at the default port.

This would allow a firewall adnmin to open the STUN port, so
hosts within the enterprise could access new applications.
VWhet her they will or won't do this is a good question

9.2 Obtaining a Shared Secret

As discussed in Section 12, there are several attacks possible on
STUN systens. Many of these are prevented through integrity of
requests and responses. To provide that integrity, STUN nmakes use of
a shared secret between client and server, used as the keying
material for an HVAC used in both the Binding Request and Bi ndi ng
Response. STUN allows for the shared secret to be obtained in any way
(for example, Kerberos [14]). However, it MJST have at |east 128 bits
of randommess. In order to ensure interoperability, this
specification describes a TLS-based mechani sm This mechani sm
described in this section, MJST be inplenented by clients and
servers.

First, the client determ nes the IP address and port that it wll
open a TCP connection to. This is done using the di scovery procedures
in Section 9.1. The client opens up the connection to that address
and port, and inmedi ately begins TLS negotiation [2]. The client MJST
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verify the identity of the server. To do that, it follows the
identification procedures defined in Section 3.1 of RFC 2818 [5].
Those procedures assume the client is derefencing a URI. For purposes
of usage with this specification, the client treats the domai n name
or | P address used in Section 9.1 as the host portion of the URH that
has been dereferenced.

Once the connection is opened, the client sends a Shared Secret
request. This request has no attributes, just the header. The
transaction ID in the header MJUST neet the requirenents outlined for
the transaction ID in a binding request, described in Section 9.3
bel ow. The server generates a response, which can either be a Shared
Secret Response or a Shared Secret Error Response.

If the response was a Shared Secret Error Response, the client checks
the response code in the ERROR-CODE attribute. Interpretation of
those response codes is identical to the processing of Section 9.4
for the Shared Secret Error Response.

If a client receives a Shared Secret Response with an attribute whose
type is greater than Ox7fff, the attribute MJST be ignored. If the
client receives a Shared Secret Response with an attribute whose type
is less than or equal to Ox7fff, the response is ignored.

If the response was a Shared Secret Response, the it will contain a
short |ived usernane and password, encoded in the USERNAMVE and
PASSWORD attri butes, respectively.

The client MAY generate nultiple Shared Secret Requests on the
connection, and it MAY do so before receiving Shared Secret Responses
to previous Shared Secret Requests. The client SHOULD cl ose the
connection as soon as it has finished obtaining usernanes and

passwor ds.

Section 9.3 describes how these passwords are used to provide
integrity protection over Binding Requests, and Section 8.1 describes
how it is used in Binding Responses.

9.3 Fornul ating the Bi ndi ng Request

A Bi ndi ng Request fornulated by the client follows the syntax rules
defined in Section 11. Any two requests that are not bit-w se
identical, or not sent to the sane server fromthe same | P address
and port, MJST carry different transaction IDs. The transaction ID
MUST be uniformy and randomy chosen between 0 and 2**128 - 1. The
| arge range i s needed because the transaction ID serves as a form of
random zati on, helping to prevent replays of previously signed
responses fromthe server. The nessage type of the request MJST be
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"Bi ndi ng Request".

The RESPONSE- ADDRESS attribute is optional in the Binding Request. It
is used if the client wi shes the response to be sent to a different

| P address and port than the one the request was sent from This is
useful for determ ning whether the client is behind a firewall, and
for applications that have separated control and data conponents. See
Section 10.3 for nore details. The CHANGE- REQUEST attribute is al so
optional. Wether it is present depends on what the application is
trying to acconplish. See Section 10 for some exanpl e uses.

The client SHOULD add a MESSAGE- | NTEGRI TY and USERNAME attribute to
the Binding Request. This MESSAGE-I NTEGRITY attribute contains an
HVAC [13]. The val ue of the usernane, and the key to use in the
MESSAGE- | NTEGRI TY attribute depend on the shared secret mechanism |If
the STUN Shared Secret Request was used, the USERNAME nmust be a valid
user name obtained froma Shared Secret Response within the |ast nine
m nutes. The shared secret for the HVAC is the val ue of the PASSWORD
attribute obtained fromthe sane Shared Secret Response

Once formul ated, the client sends the Binding Request. Reliability is
acconpl i shed through client retransm ssions. Cients SHOULD
retransmt the request starting with an interval of 100nms, doubling
every retransmt until the interval reaches 1.6s. Retransm ssions
continue with intervals of 1.6s until a response is received, or a
total of 9 requests have been sent, at which tine the client SHOULD
gi ve up.

9.4 Processing Bindi ng Responses

The response can either be a Binding Response or Binding Error
Response. Binding Error Responses are al ways received on the source
address and port the request was sent from A Binding Response will
be received on the address and port placed in the RESPONSE- ADDRESS
attribute of the request. If none was present, the Binding Responses
will be received on the source address and port the request was sent
from

If the response is a Binding Error Response, the client checks the
response code fromthe ERROR-CODE attribute of the response. For a
400 response code, the client SHOULD di splay the reason phrase to the
user. For a 420 response code, the client SHOULD retry the request,
this time onmtting any attributes listed in the UNKNOAN- ATTRI BUTES
attribute of the response. For a 430 response code, the client SHOULD
obtain a new shared secret, and retry the Binding Request with a new
transaction. For 401 and 432 response codes, if the client had
omtted the USERNAME or MESSAGE-I|I NTEGRITY attribute as indicated by
the error, it SHOULD try again with those attributes. For a 431
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response code, the client SHOULD alert the user, and MAY try the
request again after obtaining a new usernanme and password. For a 500
response code, the client MAY wait several seconds and then retry the
request. For a 600 response code, the client MJST NOT retry the
request, and SHOULD di spl ay the reason phrase to the user. Unknown
attributes between 400 and 499 are treated |ike a 400, unknown
attributes between 500 and 599 are treated |like a 500, and unknown
attributes between 600 and 699 are treated |i ke a 600. Any response
bet ween 100 and 399 MUST result in the cessation of request

retransm ssions, but otherw se is discarded.

If aclient receives a response with an attribute whose type is
greater than Ox7fff, the attribute MJUST be ignored. If the client
receives a response with an attribute whose type is |ess than or
equal to Ox7fff, request retransm ssions MJST cease, but the entire
response i s otherw se ignored.

If the response is a Binding Response, the client SHOULD check the
response for a MESSAGE-I NTEGRITY attribute. If not present, and the
client placed a MESSAGE-I NTEGRITY attribute into the request, it MJST
di scard the response. If present, the client conmputes the HVAC over
the response as described in Section 11.2.8. The key to use depends
on the shared secret mechanism |If the STUN Shared Secret Request was
used, the key MJUST be sane as used to conpute the MESSAGE-| NTEGRI TY
attribute in the request. If the conputed HVAC differs fromthe one
in the response, the client MJST discard the response, and SHOULD
alert the user about a possible attack. If the conputed HVAC mat ches
the one fromthe response, processing continues.

Reception of a response (either Binding Error Response or Binding
Response) to a Binding Request will term nate retransm ssions of that
request. However, clients MJST continue to listen for responses to a
Bi ndi ng Request for 10 seconds after the first response. If it

recei ves any responses in this interval with different nessage types
(Bi ndi ng Responses and Bi ndi ng Error Responses, for exanple) or

di fferent MAPPED-  ADDRESSes, it is an indication of a possible attack
The client MJUST NOT use the MAPPED- ADDRESS from any of those
responses, and SHOULD al ert the user

Furthernore, if a client receives nore than twi ce as many Bi ndi ng
Responses as the number of Binding Requests it sent, it MJST NOT use
t he MAPPED- ADDRESS from any of those responses, and SHOULD al ert the
user about a potential attack

If the Binding Response is authenticated, and the MAPPED- ADDRESS was

not di scarded because of a potential attack, the CLIENT MAY use the
MAPPED- ADDRESS and SOURCE- ADDRESS attri but es.
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10.

Use Cases

The rul es of Sections 8 and 9 describe exactly how a client and
server interact to send requests and get responses. However, they do
not dictate how the STUN protocol is used to acconplish useful tasks.
That is at the discretion of the client. Here, we provide sonme usefu
scenarios for applying STUN

1 Di scovery Process

In this scenario, a user is running a nmultimedia application which
needs to determ ne which of the follow ng scenarios applies to it:

0 On the open Internet
o Firewal |l that bl ocks UDP

o Firewall that allows UDP out, and responses have to cone back
to the source of the request (like a symretric NAT, but no
translation. We call this a symretric UDP Firewall)

o Full-cone NAT
0 Symretric NAT
0 Restricted cone or restricted port cone NAT

VWi ch of the six scenarios applies can be determ ned through the flow
chart described in Figure 2. The chart refers only to the sequence of
Bi ndi ng Requests; Shared Secret Requests will, of course, be needed
to authenticate each Bi nding Request used in the sequence.

The fl ow makes use of three tests. In test I, the client sends a STUN
Bi ndi ng Request to a server, without any flags set in the CHANGE-
REQUEST attribute, and wi thout the RESPONSE- ADDRESS attribute. This
causes the server to send the response back to the address and port

that the request came from In test Il, the client sends a Binding
Request with both the "change I P" and "change port" flags fromthe
CHANGE- REQUEST attribute set. In test Il1l, the client sends a Bi nding

Request with only the "change port" flag set.

The client begins by initiating test I. If this test yields no
response, the client knows right away that it is not capable of UDP
connectivity. If the test produces a response, the client exam nes
the MAPPED- ADDRESS attribute. If this address and port are the sane
as the local I P address and port of the socket used to send the
request, the client knows that it is not natted. It executes test II.
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If a response is received, the client knows that it has open access
to the Internet (or, at least, its behind a firewall that behaves
like a full-cone NAT, but without the translation). If no response is
received, the client knows its behind a symretric UDP firewall

In the event that the I P address and port of the socket did not match
t he MAPPED- ADDRESS attribute in the response to test |, the client
knows that it is behind a NAT. It perforns test Il. If a response is
received, the client knows that it is behind a full-cone NAT. If no
response is received, it perforns test | again, but this time, does
so to the address and port fromthe CHANGED- ADDRESS attribute from
the response to test I. If the IP address and port returned in the
MAPPED- ADDRESS attribute are not the same as the ones fromthe first
test I, the client knows its behind a symretric NAT. |If the address
and port are the sane, the client is either behind a restricted or
port restricted NAT. To make a determ nati on about which one it is
behind, the client initiates test Ill. If a response is received, its
behind a restricted NAT, and if no response is received, its behind a
port restricted NAT.

This procedure yields substantial information about the operating
condition of the client application. In the event of multiple NATs
between the client and the Internet, the type that is discovered wll
be the type of the npbst restrictive NAT between the client and the
Internet. The types of NAT, in order of restrictiveness, fromnost to
| east, are synmetric, port restricted cone, restricted cone, and ful
cone.

Typically, a client will re-do this discovery process periodically to
det ect changes, or look for inconsistent results. It is inportant to
note that when the discovery process is redone, it should not
general ly be done fromthe sane | ocal address and port used in the
previ ous discovery process. If the same |ocal address and port are
reused, bindings fromthe previous test may still be in existence,
and these will invalidate the results of the test. Using a different

| ocal address and port for subsequent tests resolves this problem An
alternative is to wait sufficiently long to be confident that the old
bi ndi ngs have expired (half an hour should nore than suffice).

2 Binding Lifetime Discovery

STUN can al so be used to discover the lifetines of the bindings
created by the NAT. In many cases, the client will need to refresh
the binding, either through a new STUN request, or an application
packet, in order for the application to continue to use the binding.
By discovering the binding lifetime, the client can determ ne how
frequently it needs to refresh.
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To determine the binding lifetinme, the client first sends a Binding
Request to the server froma particular socket, X This creates a

bi nding in the NAT. The response fromthe server contains a MAPPED
ADDRESS attribute, providing the public address and port on the NAT.
Call this Pa and Pp, respectively. The client then starts a tiner
with a value of T seconds. Wen this tinmer fires, the client sends
anot her Bi nding Request to the server, using the sane destination
address and port, but froma different socket, Y. This request
cont ai ns a RESPONSE- ADDRESS address attribute, set to (Pa,Pp). This
will create a new binding on the NAT, and cause the STUN server to
send a Bi ndi ng Response that would match the old binding, if it stil
exists. If the client receives the Binding Response on socket X, it
knows that the binding has not expired. If the client receives the
Bi ndi ng Response on socket Y (which is possible if the old binding
expired, and the NAT allocated the same public address and port to
the new binding), or receives no response at all, it knows that the
bi ndi ng has expired.

The client can find the value of the binding lifetine by doing a

bi nary search through T, arriving eventually at the value where the
response is not received for any timer greater than T, but is
received for any timer less than T.

Thi s discovery process takes quite a bit of time, and is sonething
that will typically be run in the background on a device once it
boot s.

It is possible that the client can get inconsistent results each tinme
this process is run. For exanple, if the NAT should reboot, or be
reset for sonme reason, the process may discover a lifetinme than is
shorter than the actual one. For this reason, inplenentations are
encouraged to run the test nunmerous tines, and be prepared to get

i nconsi stent results.

3 Binding Acquisition

Consi der once nore the case of a Vol P phone. It used the discovery
process above when it started up, to discover its environnent. Now,
it wants to make a call. As part of the discovery process, it
deternmined that it was behind a full-cone NAT.

Consi der further that this phone consists of two logically separated
conponents - a control conponent that handl es signaling, and a nedia
conponent that handl es the audio, video, and RTP [12]. Both are
behi nd the sane NAT. Because of this separation of control and nedia,
we wi sh to minimze the communi cation required between them In fact,
they may not even run on the sane host.
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In order to nake a voice call, the phone needs to obtain an IP
address and port that it can place in the call setup nessage as the
destination for receiving audio.

To obtain an address, the control component sends a Shared Secr et
Request to the server, obtains a shared secret, and then sends a

Bi ndi ng Request to the server. No CHANGE- REQUEST attribute is present
in the Binding Request, and neither is the RESPONSE- ADDRESS
attribute. The Bi nding Response contains a napped address. The
control conmponent then formul ates a second Bi ndi ng Request. This
request contains a RESPONSE- ADDRESS, which is set to the mapped
address | earned fromthe previous Binding Response. This Binding
Request is passed to the nmedia conponent, along with the | P address
and port of the STUN server. The nedi a conponent sends the Bi nding
Request. The request goes to the STUN server, which sends the Binding
Response back to the control conponent. The control conponent
receives this, and now has | earned an | P address and port that wl]l
be routed back to the nmedi a conmponent that sent the request.

The client will be able to receive nedia from anywhere on this mapped
addr ess.

In the case of silence suppression, there nmay be periods where the
client receives no nedia. In this case, the UDP bindings could
timeout (UDP bindings in NATs are typically short). To deal with
this, the application can periodically retransnmit the query in order
to keep the binding fresh.

It is possible that both participants in the nultinedia session are
behi nd the sane NAT. In that case, both will repeat this procedure
above, and both will obtain public address bindi ngs. Wen one sends
nmedia to the other, the nedia is routed to the NAT, and then turns
ri ght back around to cone back into the enterprise, where it is
translated to the private address of the recipient. This is not
particularly efficient, and unfortunately, does not work in many
commercial NATs. In such cases, the clients may need to retry using
private addresses.

Protocol Details
This section presents the detail ed encoding of a STUN nmessage.

STUN i s a request-response protocol. Cients send a request, and the
server sends a response. There are two requests, Binding Request, and
Shared Secret Request. The response to a Binding Request can either
be the Bindi ng Response or Binding Error Response. The response to a
Shared Secret Request can either be a Shared Secret Response or a
Shared Secret Error Response.
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11.

STUN nessages are encoded using binary fields. Al integer fields are
carried in network byte order, that is, nost significant byte (octet)
first. This byte order is comonly known as bi g-endi an. The

transm ssion order is described in detail in Appendix B of RFC 791
[6]. Unless otherw se noted, nuneric constants are in deciml (base
10).

1 Message Header

Al'l STUN messages consi st of a 20 byte header

0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| STUN Message Type | Message Length |
B s i S i I i S S S i i

A T R S S S T S S T S
T S S S S R Sl S S
Transaction | D
B s i S i I i S S S i i

T S I A S S S i I S SHp A S S S

The Message Types can take on the foll ow ng val ues:

0x0001 : Binding Request

0x0101 : Binding Response

0x0111 : Binding Error Response
0x0002 : Shared Secret Request

0x0102 : Shared Secret Response
0x0112 : Shared Secret Error Response

The nessage length is the count, in bytes, of the size of the
nmessage, not including the 20 byte header

The transaction IDis a 128 bit identifier. It also serves as salt to
random ze the request and the response. Al responses carry the same
identifier as the request they correspond to.

2 Message Attributes
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After the header are 0 or nore attributes. Each attribute is TLV
encoded, with a 16 bit type, 16 bit | ength, and variabl e val ue:

0 1 2 3
01234567890123456789012345678901
T S s S e St SR S R S S S

| Type | Length

i i I S i I i i S e o T

| Val ue cee
i i S T S S S s S S S i ai i i ST

The foll owing types are defined:

0x0001: MAPPED- ADDRESS
0x0002: RESPONSE- ADDRESS
0x0003: CHANGE- REQUEST
0x0004: SOURCE- ADDRESS
0x0005: CHANGED- ADDRESS
0x0006: USERNAME

0x0007: PASSWCORD

0x0008: MESSAGE- | NTEGRI TY
0x0009: ERROR- CODE
0x000a: UNKNOMN- ATTRI BUTES
0x000b: REFLECTED- FROM

To allow future revisions of this specification to add new attri butes
if needed, the attribute space is divided into optional and nandatory
ones. Attributes with values greater than Ox7fff are optional, which
means that the nessage can be processed by the client or server even
though the attribute is not understood. Attributes with values |ess
than or equal to Ox7fff are mandatory to understand, which nmeans that
the client or server cannot process the nmessage unless it understands
the attribute.

The MESSAGE- I NTEGRITY attribute MIUST be the last attribute within a
nessage. Any attributes that are known, but are not supposed to be
present in a nessage (MAPPED- ADDRESS in a request, for exanple) MJST
be i gnored.

Table 2 indicates which attributes are present in which nessages. An

M indicates that inclusion of the attribute in the nmessage is
mandatory, O neans its optional, C neans it’s conditional based on
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sone ot her aspect of the nessage, and N A neans that the attribute is
not applicable to that nessage type.

Bi nding Shared Shared Shared

Binding Binding Error Secret Secret Secret

Att. Req. Resp. Resp. Req. Resp. Error
Resp.

MAPPED- ADDRESS N A M N A N A N A N A
RESPONSE- ADDRESS o] N A N A N A N A N A
CHANGE- REQUEST O N A N A N A N A N A
SOURCE- ADDRESS N A M N A N A N A N A
CHANGED- ADDRESS N A M N A N A N A N A
USERNANME o] N A N A N A M N A
PASSWORD N A N A N A N A M N A
MESSAGE- | NTEGRITY O o] N A N A N A N A
ERROR- CODE N A N A M N A N A M
UNKNOWN- ATTRI BUTES N A N A C N A N A C
REFLECTED- FROM N A C N A N A N A N A

Table 2: Summary of Attributes

The length refers to the Iength of the value el enent, expressed as an
unsi gned i ntegral nunber of bytes.

11. 2. 1 MAPPED- ADDRESS

The MAPPED- ADDRESS attribute indicates the napped | P address and
port. It consists of an eight bit address famly, and a sixteen bit
port, followed by a fixed | ength value representing the |IP address.

0 1 2 3

01234567890123456789012345678901
T T R i e e e e o S e SRR R
| X X x X X X X X| Fam |y | Por t |
B s i S i I i S S S i i
| Addr ess |
e s S i e S e e  t ik ok S R SR S S

The port is a network byte ordered representation of the mapped port.
The address famly is always 0x02, corresponding to |Pv4. The first 8
bits of the MAPPED- ADDRESS are ignored, for the purposes of aligning
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paranmeters on natural boundaries. The |IPv4 address is 32 bits.
2. 2 RESPONSE- ADDRESS

The RESPONSE- ADDRESS attribute indicates where the response to a
Bi ndi ng Request should be sent. Its syntax is identical to MAPPED-
ADDRESS.

2. 3 CHANGED- ADDRESS

The CHANGED- ADDRESS attribute indicates the | P address and port where
responses will be sent fromif the "change I P' and "change port™
flags were set in the CHANGE- REQUEST attribute of the Binding
Request. The attribute is always present in a Binding Response,

i ndependent of the value of the flags. Its syntax is identical to
MAPPED- ADDRESS.

2.4 CHANGE- REQUEST

The CHANGE- REQUEST attribute is used by the client to request that
the server use a different address and/or port when sending the
response. The attribute is 32 bits long, although only two bits (A
and b) are used:

0 1 2 3

01234567890123456789012345678901
T S T ST S S e T S S S S S S i
|[0O0O0O000000000D0D0D0D0O0D0ODODO0DOD0ODOODODODODOOO0OABD
T S e T S S T T S S et ik o Sup St s

The neaning of the flags is:

A: This is the "change IP' flag. If true, it requests the server
to send the Binding Response with a different |IP address
than the one the Binding Request was received on

B: This is the "change port" flag. If true, it requests the
server to send the Binding Response with a different port
than the one the Binding Request was received on

2.5 SOURCE- ADDRESS
The SOURCE- ADDRESS attribute is present in Binding Responses. It

i ndi cates the source I P address and port that the server is sending
the response from Its syntax is identical to that of MAPPED- ADDRESS
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2.6 USERNAME

The USERNAME attribute is used for nessage integrity. It serves as a
nmeans to identify the shared secret used in the nmessage integrity
check. The USERNAME is always present in a Shared Secret Response,
along with the PASSWORD. It is optionally present in a Binding
Request when nessage integrity is used.

The val ue of USERNAME is a variable |ength opaque value. Its length
MJUST be a nultiple of 4 (measured in bytes) in order to guarantee
alignment of attributes on word boundari es.

2.7 PASSVWORD

The PASSWORD attribute is used in Shared Secret Responses. It is
al ways present in a Shared Secret Response, along with the USERNAVE

The val ue of PASSWORD is a variable length value that is to be used
as a shared secret. Its length MJST be a nultiple of 4 (neasured in
bytes) in order to guarantee alignnent of attributes on word
boundari es.

2.8 MESSAGE- I NTEGRITY

The MESSAGE- | NTEGRITY attribute contains an HVAC-SHA1 [13] of the
STUN nessage. It can be present in Binding Requests or Binding
Responses. Since it uses the SHAL hash, the HVAC wi || be 20 bytes.
The text used as input to HVAC is the STUN nessage, including the
header, up to and including the attribute precedi ng the MESSAGE-

I NTEGRITY attribute. As a result, the MESSAGE-|I NTEGRITY attribute
MUST be the last attribute in any STUN nessage. The key used as i nput
to HMAC depends on the context.

2.9 ERROR- CCDE

The ERROR-CODE attribute is present in the Binding Error Response and
Shared Secret Error Response. It is a nuneric value in the range of
100 to 699 plus a textual reason phrase, and is consistent inits
code assignnents and semantics with SIP [10] and HTTP [15]. The
reason phrase is meant for user consunption, and can be anything
appropriate for the response code. The | engths of the reason phrases
MUST be a multiple of 4 (measured in bytes). This can be acconplished
by added spaces to the end of the text, if necessary. Recommended
reason phrases for the defined response codes are presented bel ow.

To facilitate processing, the class of the error code (the hundreds
digit) is encoded separately fromthe rest of the code.
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0 1 2 3
01234567890123456789012345678901
T S i i S i I S Sk i S SR S
| 0 | A ass| Nunber |
B s i S i I i S S S i i
| Reason Phrase (vari abl e) ..
I i T T s St N SR S SR S S St SR g

The cl ass represents the hundreds digit of the response code. The
val ue MUST be between 1 and 6. The nunber represents the response
code nodul o 100, and its value MJST be between 0 and 99.

The foll owi ng response codes, along with their recommended reason
phrases (in brackets) are defined at this tine:

400 (Bad Request): The request was nal formed. The client should
not retry the request w thout nodification fromthe
previous attenpt.

401 (Unaut horized): The Binding Request did not contain a
MESSAGE- | NTEGRI TY attribute.

420 (Unknown Attribute): The server did not understand a
mandatory attribute in the request.

430 (Stale Credentials): The Binding Request did contain a
MESSAGE- | NTEGRI TY attribute, but it used a shared secret
that has expired. The client should obtain a new shared
secret and try again.

431 (Integrity Check Failure): The Bindi ng Request contained a
MESSAGE- | NTEGRI TY attribute, but the HVAC fail ed
verification. This could be a sign of a potential attack,
or client inplenentation error.

432 (M ssing Username): The Bi ndi ng Request contained a
VESSAGE- | NTEGRITY attribute, but not a USERNAME attri bute.
Bot h nust be present for integrity checks.

433 (Use TLS): The Shared Secret request has to be sent over
TLS, but was not received over TLS.

500 (Server Error): The server has suffered a tenporary error.
The client should try again.

600 (G obal Failure:) The server is refusing to fulfill the
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request. The client should not retry.
2. 10 UNKNOMN ATTRI BUTES

The UNKNOWN- ATTRI BUTES attribute is present only in a Binding Error
Response or Shared Secret Error Response when the response code in
the ERROR-CODE attribute is 420.

The attribute contains a list of 16 bit val ues, each of which
represents an attribute type that was not understood by the server.
[ f the number of unknown attributes is an odd number, one of the
attributes MJUST be repeated in the list, so that the total |ength of
the list is a multiple of 4 bytes.

0 1 2 3
01234567890123456789012345678901
i T S S s S S S S i S

| Attribute 1 Type | Attribute 2 Type
s S S i I S R R e h T Tk e S S S o T S
| Attribute 3 Type | Attribute 4 Type

T S L i S S S e T S S e i e S o

2. 11 REFLECTED- FROM

The REFLECTED- FROM attribute is present only in Binding Responses,
when the Bi ndi ng Request contai ned a RESPONSE- ADDRESS attri bute. The
attribute contains the identity (in terns of |IP address) of the
source where the request cane from Its purpose is to provide
traceability, so that a STUN server cannot be used as a reflector for
deni al - of - servi ce attacks.

Its syntax is identical to the MAPPED- ADDRESS attri bute.

Security Considerations

1 Attacks on STUN

CGeneral | y speaking, attacks on STUN can be classified into denial of
service attacks and eavesdroppi ng attacks. Denial of service attacks
can be | aunched agai nst a STUN server itself, or agai nst other

el enents using the STUN protocol

STUN servers create state through the Shared Secret Request

mechani sm To prevent being swanped with traffic, a STUN server
SHOULD limt the nunber of sinultaneous TLS connections it will hold
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open by droppi ng an exi sting connection when a new connection request
arrives (based on an Least Recently Used (LRU) policy, for exanple).
Simlarly, it SHOULD linit the nunber of shared secrets it wll
store, in the event that the server is storing the shared secrets.

The attacks of greater interest are those in which the STUN server
and client are used to | aunch DOS attacks agai nst other entities,
including the client itself.

Many of the attacks require the attacker to generate a response to a
legitimate STUN request, in order to provide the client with a faked
MAPPED- ADDRESS. The attacks that can be | aunched using such a

t echni que i ncl ude:

1.1 Attack |I: DDOS Agai nst a Target

In this case, the attacker provides a |arge nunmber of clients with
the same faked MAPPED- ADDRESS that points to the intended target.
This will trick all the STUN clients into thinking that their
addresses are equal to that of the target. The clients then hand out
that address in order to receive traffic on it (for exanple, in SIP
or H. 323 nessages). However, all of that traffic becomes focused at
the intended target. The attack can provide substantia
anplification, especially when used with clients that are using STUN
to enable multinmedia applications.

1.2 Attack Il: Silencing a dient

In this attack, the attacker seeks to deny a client access to
services enabl ed by STUN (for exanple, a client using STUN to enable
Sl P-based nmultinedia traffic). To do that, the attacker provides that
client with a faked MAPPED- ADDRESS. The MAPPED- ADDRESS it provides is
an | P address that routes to nowhere. As a result, the client won't
recei ve any of the packets it expects to receive when it hands out

t he MAPPED- ADDRESS

This exploitation is not very interesting for the attacker. It

i mpacts a single client, which is frequently not the desired target.
Mor eover, any attacker that can nmount the attack could al so deny
service to the client by other means, such as preventing the client
fromreceiving any response fromthe STUN server, or even a DHCP
server.

1.3 Attack Il1: Assuming the Identity of a dient
This attack is simlar to attack Il. However, the faked MAPPED-

ADDRESS points to the attacker thenself. This allows the attacker to
receive traffic which was destined for the client.
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1.4 Attack |V: Eavesdroppi ng

In this attack, the attacker forces the client to use a MAPPED
ADDRESS that routes to itself. It then forwards any packets it
receives to the client. This attack would allow the attacker to
observe all packets sent to the client. However, in order to |aunch
the attack, the attacker nust have already been able to observe
packets fromthe client to the STUN server. In npost cases (such as
when the attack is launched froman access network), this neans that
the attacker coul d al ready observe packets sent to the client. This
attack is, as a result, only useful for observing traffic by
attackers on the path fromthe client to the STUN server, but not
generally on the path of packets being routed towards the client.

2 Launching the Attacks

It is inmportant to note that attacks of this nature (injecting
responses with fake MAPPED- ADDRESSes) require that the attacker be
capabl e of eavesdroppi ng requests sent fromthe client to the server
(or to act as a MTM for such attacks). This is because STUN requests
contain a transaction identifier, selected by the client, which is
randomwith 128 bits of entropy. The server echoes this value in the
response, and the client ignores any responses that don’'t have a

mat chi ng transaction ID. Therefore, in order for an attacker to
provide a faked response that is accepted by the client, the attacker
needs to know what the transaction ID in the request was. The |arge
amount of randommess, combined with the need to know when the client
sends a request, precludes attacks that involve guessing the
transaction |ID.

Since all of the above attacks rely on this one primtive - injecting
a response with a faked MAPPED- ADDRESS - preventing the attacks is
acconpl i shed by preventing this one operation. To prevent it, we need
to consider the various ways in which it can be acconplished. There
are several

2.1 Approach |: Conpromise a Legitimte STUN Server

In this attack, the attacker conpromises a legitimte STUN server
through a virus or trojan horse. Presumably, this would allow the
attacker to take over the STUN server, and control the types of
responses it generates.

Conpromi se of a STUN server can also lead to discovery of open ports.
Know edge of an open port creates an opportunity for DoS attacks on
those ports (or DDoS attacks if the traversed NAT is a full cone
NAT). Discovering open ports is already fairly trivial using port
probing, so this does not represent a mjor threat.
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2.2 Approach Il: DNS Attacks

STUN servers are discovered using DNS SRV records. If an attacker can
conprom se the DNS, it can inject fake records which map a domain
nane to the I P address of a STUN server run by the attacker. This
will allowit to inject fake responses to |aunch any of the attacks
above.

2.3 Approach I11: Rogue Router or NAT

Rat her than conprom se the STUN server, an attacker can cause a STUN
server to generate responses with the wong MAPPED- ADDRESS by
conpromi sing a router or NAT on the path fromthe client to the STUN
server. \Wen the STUN request passes through the rogue router or NAT,
it rewites the source address of the packet to be that of the

desi red MAPPED- ADDRESS. Thi s address cannot be arbitrary. If the
attacker is on the public Internet (that is, there are no NATs
between it and the STUN server), and the attacker doesn’'t nodify the
STUN request, the address has to have the property that packets sent
fromthe STUN server to that address would route through the

conprom sed router. This is because the STUN server will send the
responses back to the source address of the request. Wth a nodified
source address, the only way they can reach the client is if the
conprom sed router directs themthere. If the attacker is on the
public Internet, but they can nodify the STUN request, they can

i nsert a RESPONSE- ADDRESS attribute into the request, containing the
actual source address of the STUN request. This will cause the server
to send the response to the client, independent of the source address
the STUN server sees. This gives the attacker the ability to forge an
arbitrary source address when it forwards the STUN request.

If the attacker is on a private network (that is, there are NATs
between it and the STUN server), the attacker will not be able to
force the server to generate arbitrary MAPPED- ADRESSes in responses.
They will only be able force the STUN server to generate MAPPED-
ADDRESSes which route to the private network. This is because the NAT
bet ween the attacker and the STUN server will rewite the source
address of the STUN request, mapping it to a public address that
routes to the private network. Because of this, the attacker can only
force the server to generate faked mapped addresses that route to the
private network. Unfortunately, it is possible that a |ow quality NAT
would be willing to map an all ocated public address to another public
address (as opposed to an internal private address), in which case
the attacker could forge the source address in a STUN request to be
an arbitrary public address. This kind of behavior from NATs does
appear to be rare.

2.4 Approach IV: MTM
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As an alternative to approach IIl, if the attacker can place an

el ement on the path fromthe client to the server, the el enment can
act as a man-in-the-mddle. In that case, it can intercept a STUN
request, and generate a STUN response directly with any desired val ue
of the MAPPED- ADDRESS field. Alternatively, it can forward the STUN
request to the server (after potential nodification), receive the
response, and forward it to the client. Wen forwardi ng the request
and response, this attack is subject to the sane linitations on the
MAPPED- ADDRESS descri bed in Section 12.2. 3.

2.5 Approach V: Response Injection Plus DoS

In this approach, the attacker does not need to be a MTM (as in
approaches Il and IV). Rather, it only needs to be able to eavesdrop
onto a network segnment that carries STUN requests. This is easily
done in multiple access networks such as ethernet or unprotected
802.11. To inject the fake response, the attacker listens on the
network for a STUN request. Wien it sees one, it simultaneously

| aunches a DoS attack on the STUN server, and generates its own STUN
response with the desired MAPPED- ADDRESS val ue. The STUN response
generated by the attacker will reach the client, and the DoS attack
agai nst the server is ainmed at preventing the |legitimte response
fromthe server fromreaching the client. Arguably, the attacker can
do without the DoS attack on the server, so long as the faked
response beats the real response back to the client, and the client
uses the first response, and ignores the second (even though its
different).

2.6 Approach VI: Duplication

This approach is simlar to approach V. The attacker listens on the
network for a STUN request. Wen it sees it, it generates its own
STUN request towards the server. This STUN request is identical to
the one it saw, but with a spoofed source |IP address. The spoofed
address is equal to the one that the attacker desires to have placed
in the MAPPED- ADDRESS of the STUN response. In fact, the attacker
generates a fl ood of such packets. The STUN server will receive the
one original request, plus a flood of duplicate fake ones. It
generates responses to all of them If the flood is sufficiently

| arge for the responses to congest routers or some other equipnent,
there is a reasonable probability that the one real response is |ost
(along with many of the faked ones), but the net result is that only
the faked responses are received by the STUN client. These responses
are all identical and all contain the MAPPED- ADDRESS that the
attacker wanted the client to use.

The flood of duplicate packets is not needed (that is, only one faked
request is sent), so long as the faked response beats the rea
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response back to the client, and the client uses the first response,
and ignores the second (even though its different).

Note that, in this approach, launching a DoS attack against the STUN
server or the IP network, to prevent the valid response from being
sent or received, is problematic. The attacker needs the STUN server
to be available to handle its own request. Due to the periodic
retransm ssions of the request fromthe client, this | eaves a very
tiny wi ndow of opportunity. The attacker nust start the DoS attack

i medi ately after the actual request fromthe client, causing the
correct response to be discarded, and then cease the DoS attack in
order to send its own request, all before the next retransm ssion
fromthe client. Due to the close spacing of the retransnmits (100ns
to a few seconds), this is very difficult to do

Besi des DoS attacks, there may be other ways to prevent the actua
request fromthe client fromreaching the server. Layer 2
mani pul ations, for exanple, mght be able to acconplish it.

Fortunately, Approach IV is subject to the same limtations
documented in Section 12.2.3, which limt the range of MAPPED
ADDRESSes the attacker can cause the STUN server to generate.

3 Count er measur es

STUN provi des nechanisns to counter the approaches described above,
and additional, non-STUN techni ques can be used as well.

First off, it is RECOMWENDED t hat networks with STUN clients

i mpl enent ingress source filtering (RFC 2827 [7]). This is
particularly inportant for the NATs thenselves. As Section 12.2.3
expl ai ns, NATs which do not performthis check can be used as
"reflectors" in DDoS attacks. Mist NATs do performthis check as a
default nmode of operation. W strongly advi se peopl e that purchase
NATs to ensure that this capability is present and enabl ed.

Secondly, it is RECOVWENDED t hat STUN servers be run on hosts
dedicated to STUN, with all UDP and TCP ports disabl ed except for the
STUN ports. This is to prevent viruses and trojan horses from
infecting STUN servers, in order to prevent their conprom se. This
hel ps mtigate Approach | 12.2.1.

Thirdly, to prevent the DNS attack of Section 12.2.2, Section 9.2
reconmends that the client verify the credentials provided by the
server with the nane used in the DNS | ookup

Finally, all of the attacks above rely on the client taking the
mapped address it learned from STUN, and using it in application
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| ayer protocols. If encryption and nmessage integrity are provided
within those protocols, the eavesdroppi ng and identity assunption
attacks can be prevented. As such, applications that make use of STUN
addresses in application protocols SHOULD use integrity and
encryption, even if a SHOULD | evel strength is not specified for that
protocol. For exanple, multinedia applications using STUN addresses
to receive RTP traffic would use secure RTP [16].

The above three techni ques are non- STUN nechani sns. STUN itself
provi des several countermeasures.

Approaches 1V (Section 12.2.4), when generating the response locally,
and V (Section 12.2.5) require an attacker to generate a faked
response. This attack is prevented using the server signature schene
provided in STUN, described in Section 8.1.

Approaches 111 (Section 12.2.3) IV (Section 12.2.4), when using the
rel ayi ng techni que, and VI (12.2.6), however, are not preventable
through server signatures. Both approaches are npbst potent when the
attacker can nodify the request, inserting a RESPONSE- ADDRESS t hat
routes to the client. Fortunately, such nodifications are preventable
using the nessage integrity techni ques described in Section 9.3.
However, these three approaches are still functional when the
attacker nodifies nothing but the source address of the STUN request.
Sadly, this is the one thing that cannot be protected through
cryptographic nmeans, as this is the change that STUN itself is
seeking to detect and report. It is therefore an i nherent weakness in
NAT, and not fixable in STUN. To help mitigate these attacks, Section
9.4 provides several heuristics for the client to follow. The client

| ooks for inconsistent or extra responses, both of which are signs of
the attacks descri bed above. However, these heuristics are just that
- heuristics, and cannot be guaranteed to prevent attacks. The
heuristics appear to prevent the attacks as we know how to | aunch
them today. |nplementors should stay posted for information on new
heuristics that mght be required in the future. Such information
will be distributed on the IETF MDCOM mailing list, mdcom@etf.org

4 Residual Threats

None of the countermeasures |isted above can prevent the attacks
described in Section 12.2.3 if the attacker is in the appropriate
network paths. Specifically, consider the case in which the attacker
wi shes to convince client Cthat it has address V. The attacker needs
to have a network el enent on the path between A and the server (in
order to nodify the request) and on the path between the server and V
so that it can forward the response to C. Furthernore, if there is a
NAT between the attacker and the server, V nust al so be behind the
same NAT. In such a situation, the attacker can either gain access to
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all the application-layer traffic or nmount the DDOS attack descri bed
in Section 12.1.1. Note that any host which exists in the correct
topol ogi cal relationship can be DDOSed. It need not be using STUN

| ANA Consi der ati ons

STUN cannot be extended. Changes to the protocol are made through a
standards track revision of this specification. As a result, no | ANA
regi stries are needed.

| AB Consi der ations

The |1 AB has studied the problemof "Unilateral Self Address Fixing"
which is the general process by which a client attenpts to determn ne
its address in another realmon the other side of a NAT through a

col | aborative protocol reflection mechanism (RFC 3424 [17]). STUN is
an exanple of a protocol that perforns this type of function. The | AB
has mandated t hat any protocols devel oped for this purpose docunent a
specific set of considerations. This section neets those

requi renents.

1 Problem Definition

From RFC 3424 [17], any UNSAF proposal nust provide:

Precise definition of a specific, |imted-scope problem
that is to be solved with the UNSAF proposal. A short term
fix should not be generalized to solve other problems; this
is why "short termfixes usually aren't".

The specific problens being solved by STUN are:

o Provide a neans for a client to detect the presence of one or
nore NATs between it and a server run by a service provider on
the public Internet. The purpose of such detection is to
det erm ne additional steps that m ght be necessary in order to
receive service fromthat particul ar provider

o Provide a neans for a client to detect the presence of one or
nore NATs between it and another client, where the second
client is reachable fromthe first, but it is not known
whet her the second client resides on the public Internet.

o Provide a nmeans for a client to obtain an address on the
public Internet froma non-symretric NAT, for the express
pur pose of receiving incoming UDP traffic from another host,
targeted to that address.
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STUN does not address TCP, either incom ng or outgoing, and does not
addr ess out goi ng UDP conmuni cati ons.

2 Exit Strategy

From [17], any UNSAF proposal mnust provide:

Description of an exit strategy/transition plan. The better
short termfixes are the ones that will naturally see |ess
and | ess use as the appropriate technol ogy is depl oyed.

STUN cones with its own built in exit strategy. This strategy is the
detection operation that is perfornmed as a precursor to the actua
UNSAF address-fixing operation. This discovery operation, docunented
in Section 10.1, attenpts to discover the existence of, and type of,
any NATS between the client and the service provider network. Wil st
the detection of the specific type of NAT nmay be brittle, the

di scovery of the existence of NAT is itself quite robust. As NATs are
phased out through the depl oynment of |Pv6, the discovery operation
will return inmediately with the result that there is no NAT, and no
further operations are required. |Indeed, the discovery operation
itself can be used to help notivate deploynent of IPv6; if a user
detects a NAT between thenselves and the public Internet, they can
call up their access provider and conplain about it.

STUN can also help facilitate the introduction of mdcom As m dcom
capabl e NATs are depl oyed, applications will, instead of using STUN
(which also resides at the application layer), first allocate an
address binding using mdcom However, it is a well-known linmtation
of mdcomthat it only works when the agent knows the ni ddl eboxes
through which its traffic will flow. Once bindings have been

al l ocated fromthose mi ddl eboxes, a STUN detection procedure can
validate that there are no additional m ddl eboxes on the path from
the public Internet to the client. If this is the case, the
application can continue operation using the address bindings
allocated fromnidcom If it is not the case, STUN provides a
mechani smfor self-address fixing through the remaining m dcom
unawar e ni ddl eboxes. Thus, STUN provides a way to help transition to
full m dcom aware networks.

3 Brittleness Introduced by STUN

From [17], any UNSAF proposal rmnust provide:

Di scussi on of specific issues that may render systens nore
"brittle". For exanple, approaches that involve using data
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at multiple network | ayers create nore dependenci es,
i ncrease debuggi ng chal | enges, and make it harder to
transition.

STUN i ntroduces brittleness into the systemin several ways:

o

The di scovery process assumes a certain classification of

devi ces based on their treatment of UDP. There could be other
types of NATs that are deployed that would not fit into one of
these nolds. Therefore, future NATs may not be properly
detected by STUN. STUN clients (but not servers) would need to
change to accommodate that.

The bi ndi ng acqui sition usage of STUN does not work for al

NAT types. It will work for any application for full cone NATs
only. For restricted cone and port restricted cone NAT, it

will work for sone applications depending on the application.
Application specific processing will generally be needed. For
symmetric NATs, the binding acquisition will not yield a
usabl e address. The tight dependency on the specific type of
NAT rmakes the protocol brittle.

STUN assunes that the server exists on the public Internet. If
the server is located in another private address realm the
user nay or may not be able to use its discovered address to
conmuni cate with other users. There is no way to detect such a
condi tion.

The bindings all ocated fromthe NAT need to be continuously
refreshed. Since the tineouts for these bindings is very

i mpl enentati on specific, the refresh interval cannot easily be
det erm ned. Wen the binding is not being actively used to
receive traffic, but to wait for an inconing nmessage, the

bi nding refresh will needl essly consune network bandwi dt h.

The use of the STUN server as an additional network el ement

i ntroduces another point of potential security attack. These
attacks are largely prevented by the security neasures

provi ded by STUN, but not entirely.

The use of the STUN server as an additional network el ement

i ntroduces another point of failure. If the client cannot

| ocate a STUN server, or if the server should be unavail abl e
due to failure, the application cannot function

The use of STUN to di scover address bindings will result in an
increase in latency for applications. For exanple, a Voice
over |IP application will see an increase of call setup del ays
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equal to at |east one RIT to the STUN server.

o The discovery of binding lifetines is prone to error. It
assunes that the sanme lifetine will exist for all bindings.
This may not be true if the NAT uses dynamc binding lifetines
to handl e overload, or if the NAT itself reboots during the
di scovery process.

0 STUN i nmposes sone restrictions on the network topol ogies for
proper operation. If client A obtains an address from STUN
server X, and sends it to client B, B may not be able to send
to Ausing that |IP address. The address will not work if any
of the following is true:

- The STUN server is not in an address realmthat is a comon
ancestor (topologically) of both clients A and B. For
exanpl e, consider client A and B, both of which have
residential NAT devices. Both devices connect themto their
cabl e operators, but both clients have different providers.
Each provider has a NAT in front of their entire network,
connecting it to the public Internet. If the STUN server
used by Ais in A's cable operator’s network, an address
obtained by it will not be usable by B. The STUN server nust
be in the network which is a comopn ancestor to both - in
this case, the public Internet.

- The STUN server is in an address realmthat is a comon
ancestor to both clients, but both clients are behind the
same NAT connecting to that address realm For exanple, if
the two clients in the previous exanple had the sane cable
operator, that cable operator had a single NAT connecting
their network to the public Internet, and the STUN server
was on the public Internet, the address obtained by A would
not be usable by B. That is because npst NATs will not
accept an internal packet sent to a public |IP address which
i s mapped back to an internal address. To deal with this,
addi ti onal protocol nechani sns or configuration paraneters
need to be introduced which detect this case.

o Most significantly, STUN introduces potential security threats
whi ch cannot be elimnated. This specification describes
heuristics that can be used to mtigate the problem but it is
provably unsol vabl e given what STUN is trying to acconplish.
These security problenms are described fully in Section 12.

14.4 Requirenments for a Long Term Sol ution

From [17], any UNSAF proposal nust provide:
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Identify requirenents for longer term sound technica
solutions -- contribute to the process of finding the right
| onger term sol ution.

Qur experience with STUN has led to the follow ng requirenents for a
long termsolution to the NAT probl em

Requests for bindings and control of other resources in a NAT
need to be explicit. Miuch of the brittleness in STUN
derives fromits guessing at the paranmeters of the NAT,
rather than telling the NAT what paraneters to use.

Control needs to be "in-band". There are far too nany scenari 0s
in which the client will not know about the |ocation of
m ddl eboxes ahead of tinme. Instead, control of such boxes
needs to occur in-band, traveling along the sane path as
the data will itself travel. This guarantees that the right
set of m ddl eboxes are controlled. This is only true for
first-party controls; third-party controls are best handl ed
using the m dcom franeworKk.

Control needs to be limted. Users will need to comunicate
through NATs which are outside of their adm nistrative
control. In order for providers to be willing to depl oy

NATs which can be controlled by users in different donains,
the scope of such controls needs to be extrenely limted -
typically, allocating a binding to reach the address where
the control packets are com ng from

Sinplicity is Paramount. The control protocol will need to be
i mpl enent in very sinple clients. The servers will need to
support extrenely high | oads. The protocol will need to be

extremely robust, being the precursor to a host of
application protocols. As such, simplicity is key.

14.5 Issues with Existing NAPT Boxes

J.

From [17], any UNSAF proposal mrust provide:

Di scussion of the inmpact of the noted practical issues with
exi sting, deployed NA[P]Ts and experience reports.

Several of the practical issues with STUN involve future proofing -
breaki ng the protocol when new NAT types get depl oyed. Fortunately,
this is not an issue at the current time, since nost of the depl oyed
NATs are of the types assuned by STUN. The primary usage STUN has
found is in the area of VolP, to facilitate allocation of addresses

Rosenberg et. al. [ Page 43]



Internet Draft STUN Decenmber 19, 2002

14.

15

16

for receiving RTP [12] traffic. In that application, the periodic
keepal i ves are provided by the RTP traffic itself. However, severa
practical problens arise for RTP. First, RTP assunes that RTCP
traffic is on a port one higher than the RTP traffic. This pairing
property cannot be guaranteed through NATs that are not directly
controllable. As a result, RTCP traffic may not be properly received.
Prot ocol extensions to SDP have been proposed which mtigate this by
allowing the client to signal a different port for RTCP [18].
However, there will be interoperability problenms for sone tine.

For Vol P, silence suppression can cause a gap in the transm ssion of
RTP packets. This could result in the loss of a binding in the mddle
of acall, if that silence period exceeds the binding tineout. This
can be nitigated by sending occasional silence packets to keep the

bi nding alive. However, the result is additional brittleness; proper
operation depends on the the silence suppression algorithmin use,
the usage of a confort noise codec, the duration of the silence
period, and the binding lifetinme in the NAT.

6 In dosing

The problenms with STUN are not design flaws in STUN. The problens in
STUN have to do with the | ack of standardized behaviors and controls
in NATs. The result of this lack of standardization has been a
proliferation of devices whose behavior is highly unpredictable,
extremely variable, and uncontroll able. STUN does the best it can in
such a hostile environnent. Utimtely, the solution is to nake the
environnent |ess hostile, and to introduce controls and standardi zed
behavi ors into NAT. However, until such tinme as that happens, STUN
provi des a good short termsolution given the terrible conditions
under which it is forced to operate.
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Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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